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Background. Research on pressing health services and policy issues requires access to
complete, accurate, and timely patient and organizational data.

Aim. This paper describes how administrative and health records (including electronic
medical records) can be linked for comparative effectiveness and health services research.
Materials and Methods. We categorize the major agents (i.e., who owns and controls
data and who carries out the data linkage) into three areas: (1) individual investigators;
(2) government sponsored linked data bases; and (3) public—private partnerships that
facilitate linkage of data owned by private organizations. We describe challenges that
may be encountered in the linkage process, and the benefits of combining secondary
databases with primary qualitative and quantitative sources. We use cancer care
research to illustrate our points.

Results. To fill the gaps in the existing data infrastructure, additional steps are required
to foster collaboration among institutions, researchers, and public and private
components of the health care sector. Without such effort, independent researchers,
governmental agencies, and nonprofit organizations are likely to continue building
upon a fragmented and costly system with limited access.

Discussion. Without the development and support for emerging information
technologies across multiple health care settings, the potential for data collected for
clinical and transactional purposes to benefit the research community and, ultimately,
the patient population may go unrealized.

Conclusion. The current environment is characterized by budget and technical
challenges, but investments in data infrastructure are arguably cost-effective given the need
to reform our health care system and to monitor the impact of health reform initiatives.

Key Words. Administrative data, comparative effectiveness research, health infor-
mation technology, electronic medical records, health services research, secondary
data analysis

Research on pressing health services and policy issues requires access to
complete, accurate, and timely patient and organizational data. However, in

1468



Health Services Research and Data Linkages 7469

the United States, health-related datasets are created and held by diverse—
often unrelated—public and private organizations and individual researchers.
To overcome incomplete data from a single source, skilled researchers take
months or years to acquire, link, and extract meaningful information from a
myriad of secondary datasets. Through data linkage it is possible to get more
complete information without the time and cost burden of additional and
often duplicate primary data collection. Typical core datasets that are often
linked and the information they contain are described in Table 1.

We provide an overview of commonly linked files and describe a ge-
neric process for linking datasets. We categorize the major agents (i.e., who
owns and controls data and who carries out the data linkage) into three areas:
(1) individual investigators, (2) government-sponsored linked databases, and
(3) public—private partnerships that facilitate use and linkage of data owned
and controlled by private organizations. These different agents shape whether
and how readily disparate datasets can be accessed, linked, and mined by
researchers. We also describe challenges that may be encountered in the
linkage process, and the benefits of combining secondary databases with
primary qualitative and quantitative sources.

Throughout the paper, we use cancer care research to illustrate our points.
Cancer provides an excellent example because of its high prevalence and so-
cietal burden. As a result, several publicly and privately sponsored efforts have
collaborated to create a data infrastructure that extends beyond traditional data
systems. We conclude with recommendations to strengthen the existing data
infrastructure. New strategies are needed to develop more accessible and
comprehensive data systems to support the next generation of health services
and policy research, including comparative effectiveness research.

PROCEDURE FOR LINKING FILES

We describe five basic steps for linking databases: (1) identify the data sources
that can be linked to answer a specific research question; (2) obtain the
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Table1: Commonly Linked Databases
Category Description Who Owns Examples
Claim files (1) Organized at the Insurers (federal, state Medicare, Medicaid, private
claim level insurance plans, payers (e.g., Anthem),
(2) Can be from a single private plans), HCUP, and other hospital
payer (e.g., Medicare) or  providers (e.g., discharge data, providers
a single health system hospitals, medical
with multiple payers groups) that submit
(3) Comprehensiveness claims
varies. For example, if
using Medicare files,
data from third-party
payers are not available
or if using hospital
discharge data,
outpatient claims are
not available
Disease (1) Incidence based States, federal State cancer registries,
registries (2) Data on disease (siteand ~ government, Surveillance,
stage of cancer), date of  providers (chronic Epidemiology, and End
diagnosis, first course of  disease registries) Results, birth defects
treatment (surgery, registries, infectious disease
radiation) registries
(3) Includes patient-level
data such as age and
race
Survey (1) Contains qualitative Federal government, Health Retirement Survey,

Provider files

Electronic
medical
records

Area level

data—open-ended
survey items

(2) Self-reported patient-
and provider-level
information

(1) Provider or organization
level

(2) Provider characteristics-
(e.g., ownership, size,
staffing)

(1) Designed for clinical
care

(2) Capacity to provide
clinical information on
each patient

(3) Limited implementation
and interoperability

(1) Organized at the county,
ZIP code, census tract,
or block

individual National Health Interview
investigators Survey
Government, American Medical
organization Association Physician
professional Masterfile, American
associations Hospital Association
Provider Cerner, Epic, Eclypsis,

Siemans, GE Centricity

Government Area resource file, U.S.
Census data

continued
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Table 1. Continued

Category Description Who Owns Examples

(2) Provides resource
information (e.g.,
number of physicians,
specialists, hospitals per
100,000 residents) and
characteristics of
geographic unit (e.g.,
median household
income, racial
composition,
employment rates)

necessary approvals, including institutional ethics boards, regulatory author-
ities, and funding sources; (3) select the variables that will be used to link the
databases and individually clean the datasets; (4) determine the best method
for linking databases and develop algorithms accordingly; and (5) evaluate the
quality of the link between data sources.

Careful consideration of the research question, available data, and the
strengths and limitations associated with data cannot be overemphasized.
Data are expensive and time consuming to obtain, and they carry a high
degree of responsibility in terms of protection, storage, and use. For the ma-
jority of research questions, the ideal dataset does not exist. Therefore, con-
venience and availability of secondary data should be weighed against a
number of limitations, including relevance of the population covered and the
ability to extract or impute the information needed.

Data linkage requires expertise in several areas, including knowledge of
the datasets to be linked—their limitations and idiosyncrasies, skills in the use
of linkage programs, and skills in statistical analysis and interpretation that
comes from a multidisciplinary team. Database managers, programmers, and
statisticians work collaboratively with health services researchers to resolve
technical problems while keeping site of the research question.

In addition to the technical procedures and challenges involved in link-
ing data, it is important to understand who owns the data and who will ul-
timately perform the linkage because these factors have a profound impact on
whether the data can be accessed, in what time frame, at what cost, and
whether other issues arise (e.g., legal constraints). Often researchers are based
in universities or not-for-profit consulting firms and must seek funding to
gain access to datasets owned by other organizations. This may require
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collaboration with someone employed by the organization. In addition, the
acquisition of many commonly used databases (e.g., databases from Center for
Medicare and Medicaid Services [CMS], National Center for Health Statistics
Research Data Center) requires substantial fees.

Concerns about privacy led to policies that prevent records from being
easily linked (Fellegi 1999). Therefore, a strong case for using the data and a
detailed description of how it will be protected is required when obtaining
Institutional Review Board (IRB) and other regulatory body (e.g., Privacy
Boards) approvals (Safran et al. 2007). Different types of organizations (e.g.,
federal and state governments, private health plans, and providers) have
varying interests in research and may be bound by different laws.

Once the appropriate regulatory approvals are obtained, the mechanics
of data linkage can begin. At least one common identifier must exist between
two datasets in order to link them. Common unique identifiers include Social
Security Numbers (SSNs), Health Insurance Claim number (HICs), and
Medical Record Numbers. These identifiers are used to link records at the
patient level. Analogous identifiers at the hospital or area level are also avail-
able. Because of inevitable miscoding, the linkage can be improved by
matching on variables such as sex, date of birth, names, addresses, and ZIP
code in conjunction with a unique identifier. Race and ethnicity, even when
available, are not good candidates for linkage because they are inconsistently
and incorrectly reported across data sources. Once the linkage variables are
selected, it is essential to ensure that these variables are as complete as possible
and that no duplicate records exist in each dataset.

The next step is to select the best method or combination of methods to
link datasets. The two methods used are deterministic and probabilistic
matching. In deterministic matching, the investigator devises a series of steps
that will be executed in a particular order to link two datasets. For example, the
first step may be to attempt a complete match on SSN (or other unique iden-
tifier), sex, and month, day, and year of birth. The second step might be to
match on less restrictive criteria, for example, the last four digits of the SSN,
sex, and month, day, and year of birth. These steps are continued until as
many records as possible are correctly linked between the two datasets.

A probabilistic matching process also uses identifiers to assess the like-
lihood that records from two datasets belong to a single identifier. Fellegi and
Sunter (1969) formalized mathematical methods for considering a record
“linked.” Their seminal work defined a clear linkage rule that assigns a prob-
ability that two records from separate files represent the same person (or
entity). Methods have since been developed that improve the accuracy and
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efficiency of Fellegi and Sunter’s original work (see e.g., Winkler 1993 and Jaro
1995). Probabilistic linkage requires investment in software that will perform
the match.

The final step is to evaluate the quality of the match between two da-
tasets. During the evaluation process, records may be manually reviewed to
determine whether the matching algorithm performed correctly and whether
lower quality matches are valid. It may be useful to write programs to evaluate
the quality of less than perfectly matched records. These algorithms reduce the
time spent manually reviewing records and improve the quality of acceptable
matches. This process can be lengthy and should be considered in the timeline
for the project.

The following sections describe examples from individual investi-
gator, government, and public—private partnerships that have linked data
for the purposes of health services research. The challenges and limitations
are described within the technical framework outlined in the preceding
section.

INVESTIGATOR-INITIATED LINKED DATABASES

Bradley et al. (2007) studied the impact of dual Medicaid and Medicare
eligibility on cancer treatment and outcomes. Four core datasets were used:
Medicare and Medicaid claims files and a state Tumor Registry data, which
were later supplemented by provider, and area-level data files. To obtain these
data, the investigators worked closely with state health department officials in
vital statistics and Medicaid. Approval was required by the director of the state
department of community health, and IRB approval was required at the state
and university. It took 2 years to acquire all approvals and the data. These files
were ultimately linked by the state health department employees (primarily
staff in the cancer registrar’s office) because researchers were not allowed
access to certain identifying patient information. The methods (in this case,
both deterministic and probabilistic) used to link the files were jointly nego-
tiated between the researchers and state employees. The project may not have
been possible in other states, which vary in how they process and maintain
Medicaid claim files and in their interest in and resources for working with
researchers. On a practical level, many states use identification numbers that
do not neatly correspond with HICs or SSNs and use outside vendors to
process their Medicaid claim files (Prela et al. 2009).
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Registry, Medicaid, and Medicare Dataset with Provider- and Area-Level Files

number;
Date of birth, sex,

number;
Date of birth, sex,

Probabilistic
match

Medicaid Medicaid
enrollment PP claims
Social Security N . - Deterministic ]
Social Security match Add health

care claims
data

names & addresses names & addresses Manual review
T“mor Matched
Registry cases
e Provider files
LINKED TUMOR e Area resource
REGISTRY, MEDICARE, & files
MEDICIAD DATASET

’\ Medicare

claims

Deterministic
Match

Add health
claims data

Social
Security
Number

Medicaid
cases

Tumor
Registry

Q7

For this project, the State Director of the Office of Vital Statistics sent a
file of SSNs from the Tumor Registry to the CMS to link with HICs. CMS used
the beneficiary’s SSN to link subjects to a particular HIC. CMS performed a
deterministic link and returned an SSN to HIC conversion file along with a
cross-reference file for beneficiaries with multiple HICs. Separate claims files
were then obtained for inpatient, outpatient, physician and supplier, skilled
nursing facility, durable medical equipment, and hospice services provided to
beneficiaries enrolled in Medicare fee-for-service. The cost of these data
approached U.S.$100,000 and required additional investment in computer
storage and equipment compliant with the Health Insurance Portability
and Accountability Act. Once the linked data and claims were assembled,
provider- and area-level files were added. Figure 1 illustrates how the files were
linked.

Together, these data represent the type of linked data systems an
investigator would create independently, often using federal grant dollars.
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The advantages of using claims data from social insurance programs and then
linking them to other data sources include the vast number of beneficiaries, the
diverse geographic areas and providers represented, and the relative acces-
sibility of the data, possibly allowing for replication and reproducibility of
studies. Claims data can be synergistic with other data as in the case of claims
and registry data. These advantages are offset by several key limitations, in-
cluding the exclusion of patients enrolled in private health plans, being pro-
hibitively expensive to obtain, and the complexity required to assemble and
validate linked data. Finally, once research is completed by the individual
investigator (or others initially authorized to use the dataset), these expensive
linked systems must be destroyed (as a requirement of Data Use Agreements)
and are not available for other research. As a result of these limitations, the
return on investment in investigator-initiated linked data may be limited. The
next section discusses government-sponsored linked datasets, which over-
come some of the limitations of investigator-initiated linked data.

GOVERNMENT-SPONSORED LINKED DATASETS

Government-sponsored linked datasets may offer a methodologically sound
and cost-effective alternative to investigator-linked data. Federal and state
governments have more datasets available to them along with extensive
identifying information. Federally sponsored linked projects can use a stan-
dard methodology for linking and assembling data and can make deidentified
data available to researchers. A prominent example in cancer research is the
National Cancer Institute’s (NCD’s) linked Surveillance, Epidemiology, and
End Results (SEER)-Medicare files.

The SEER program is funded by NCI to collect cancer incidence, first
course of surgery or radiation therapy treatment, and survival data from pop-
ulation-based cancer registries covering approximately 26 percent of the U.S.
population. The SEER program operates registries in 10 states and the me-
tropolitan areas of Detroit and Atlanta, 10 rural counties in Georgia, and the
13-county Seattle-Puget Sound area. NCI and CMS update the linked SEER-
Medicare files every 2 years using an algorithm that includes subject SSN,
name, sex, and date of birth (Warren etal. 2002). NCI retains ownership of the
data and releases it for approved research studies that ensure the confiden-
tiality of the patients and providers in the SEER areas. Once approval is
obtained, the investigator purchases the dataset. The combination of SEER
and Medicare claims overcomes many of the limitations of each separate
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dataset and also links with data found in the ARF, Census, American Hospital
Association, and American Medical Association datasets. Because these data
are assembled for research purposes, they have been used widely and have
contributed much to what is known about cancer patterns of care and out-
comes. Table 2 lists examples of other government-sponsored linked datasets,
along with their access information, and summarizes advantages and dis-
advantages of each dataset.

PUBLIC PRIVATE PARTNERSHIPS IN CREATING AND
USING DATA SYSTEMS

A significant amount of health-related data are owned and controlled by pri-
vate organizations, which provides an opportunity for public and private or-
ganizations (e.g., health plans, organized delivery systems, professional
associations) to collaborate and partner with researchers in universities or
other settings (e.g., not-for-profit consulting firms). These partnerships extend
to populations that are not covered by government-sponsored health plans
and include the collection, linkage, and use of a wide range of quantitative or
qualitative data. Without these partnerships, timely and comprehensive health
information would not be available from private organizations and their pa-
tient populations to answer pressing health services and policy research ques-
tions, including the degree to which specific programs or initiatives to advance
health care are working. This information is vital to the future and success of
comparative effectiveness research.

An example of a public—private partnership to stimulate improvements
in cancer research and care is the NCI Community Cancer Centers Program
(NCCCP). The NCCCP is a 3-year pilot program to test the concept of a
network of hospital-based community cancer centers (CCCs) located in 14
states with the goals of bringing more Americans into high-quality multidis-
ciplinary cancer care; increasing participation in clinical trials; exploring
standards for collecting and storing cancer research specimens; reducing can-
cer health care disparities; and improving information sharing among CCCs,
including greater use of electronic medical records (EMRs) and other health
information technology (Fennell 2008; Clauser 2009; Clauser et al. 2009;
Johnson et al. 2009; NCI 2009a, b). The NCI funded a total of 10 programs:
eight individual hospital-based CCCs and CCCs in two hospital systems that
include 16 hospitals and their cancer centers. The NCI, in conjunction with its
private partners (e.g., participating CCCs, professional associations like the
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American College of Surgeons [ACOS] Commission on Cancer and an in-
dependent research evaluation team) are collecting, linking when appropriate
and possible, and analyzing a variety of primary and secondary quantitative
and qualitative data to manage the NCCCP (Holden et al. 2009).

Given the objectives and nature of the NCCCP, the primary units of anal-
ysis are the 16 participating CCCs and the pilot program overall. Therefore,
quantitative (primary and secondary) and qualitative data at the patient, provider,
and area levels are collected and linked to assess which CCCs have made the
most progress, why, and the extent to which the NCCCP has achieved its aims
and at what cost. Such information is critical for identifying the organizational
requirements and environmental conditions necessary to effectively implement
the program and sustain it over time. Primary quantitative, patient-level data
consist of a patient survey, whose sampling frame was developed from the CCCs’
tumor registry, and detailed clinical information collected within 30 days of a
patient visit or diagnosis on quality measures specific to breast and colorectal
cancer care (i.e., via the ACOS Rapid Quality Reporting System). The NCI has
addressed confidentiality and privacy issues with NCCCP data. Primary, quan-
titative provider-level data consist of a comprehensive CCC survey (baseline,
interim, and final) and detailed cost data to examine the start up and incremental
program-related costs to the CCC. Secondary, quantitative provider-level data
consist of reports the CCCs submit to ACOS for accreditation. Lastly, the ARF is
also linked to understand key aspects of the environment in which the CCCs
operate (e.g., income/education level and race/ethnicity of local population,
percentage uninsured, managed care penetration). These quantitative data at
multiple levels are complemented by a rich array of qualitative data, including
data from patient focus groups, in-person open-ended interviews with hospital
and CCC leadership staff, and CCC and NCCCP pilot documentation.

Collectively, these quantitative and qualitative data represent many desired
components of a linked dataset. They are owned and controlled by NCI but will
be used by three different groups: NCI staff responsible for managing the pro-
gram; participating CCCs to benchmark their performance and learn best prac-
tices from other sites; and the evaluation team. In addition, all NCCCEP sites are
working to expand their linkages with the NCI-designated cancer centers and
their associated investigators, resulting in additional research opportunities.

If NCCCEP continues beyond the pilot phase, a subset of these data could
be collected on an ongoing basis to support management of the NCCCP and
provide useful information for program improvement and future research on
the impact of finance, organization, and delivery changes on cancer care
and research. NCCCP pilot accomplishments to date in EMRs and Health
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Information Technology strengthen the cancer data infrastructure and sup-
port related future quality improvement and possibly comparative effective-
ness research initiatives (NCI 2008a, 2009b).

EXPANSION AREAS FOR LINKED DATA SYSTEMS

This section describes opportunities for future data linkages. EMRs, for ex-
ample, have been a focus of attention for their potential use in research. The
Institute of Medicine (United States), Committee on Data Standards for Pa-
tient Safety, Institute of Medicine (United States), and Board on Health Care
Services (2003) developed a list of potential functionalities, which might be
used to determine the value or utility of a particular EMR' for research pur-
poses. For example, EMR should have a well-defined and extractable set of
patient demographics across the entire health care system; a “clinical dash-
board” for use in reporting key quality indicators or legally mandated con-
ditions (e.g., cancer, infectious diseases); and a structured template-based
system for capturing information in specific clinical areas that may enhance
the utility of the data for research purposes (McLeod 2007).

As of this writing, EMR use and interoperability is not sufficiently de-
veloped to permit routine use for research purposes. The penetration of EMR
use in acute care hospitals is low, with only 1.5 percent of hospitals having a
comprehensive EMR (Jha et al. 2009). Nevertheless, more than 75 percent of
hospitals have electronic laboratory and radiologic reporting systems. This
suggests that while the EMR does not currently provide a likely source of
research data, targeted components of the EMR may have a higher value for
extraction and linkage with other data sources for research purposes. For
example, leveraging the high penetration of electronic laboratory records such
as tumor marker test results could be used to rapidly identify cancer patients
with recurrence. These data might be linked with chemotherapy treatment
information obtained from billing data and also to cancer registry data to
monitor patient’s diagnosis and response to therapy.

Linkages with components of an EMR system are only likely to occur
within or across a health care entity or group of related hospitals sharing
the same fully interoperable EMR systems. If a researcher were to link these
same data from multiple health care entities, the linkage process becomes
more complex. The linkage could be performed using SSN; however, ex-
tracting the data in a similar and complimentary format is challenging and
may require manual data abstraction and entry based on the text information
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in the source documents. Studies have demonstrated some success in using
natural language processing (NLP) systems to identify disease. As they be-
come more reliable and widely available, the use of NLPs is likely to greatly
enhance the value of text-based messages (McCowan, Moore, and Fry 2006;
McCowan et al. 2007; Pakhomov et al. 2007; Savova et al. 2008).

For many diseases, diagnosis and treatment are provided exclusively in
the outpatient setting. Thus, leveraging interoperability of existing systems
such as physician billing data also offers an exciting area for expanding the
existing data infrastructure necessary for health services and comparative
effectiveness research. Access to physician billing data permits the capture of
relevant information on treatment in a standardized format. Billing data have
high sensitivity and specificity and are valid for specific types of treatment such
as chemotherapy. Physician practice data cover the treated population re-
gardless of payer. Such a system might be cost-effective through the use of
automated screening of electronically submitted claims. These data would
provide information on treatment in patients across insurers that would be
otherwise missed through linkages to claims data from specific payers (e.g.,
Blue Cross Blue Shield). Working with large specialty practices such as he-
matology/oncology would provide supplemental information that could en-
hance the utility of tumor registry data by providing more complete and
longitudinal data on patients for a geographic region. Larger groups such as
network practices have the potential to provide data on a scale that would
permit analysis of population subgroups within a region.

Likewise, pharmacy data could significantly contribute to our knowledge
of outpatient therapies, particularly in emerging treatment categories in which
there is limited comparative effectiveness research. All pharmacies in 38 states
(with an additional 11 in process) report electronically to a central data repository
under a mandate to report controlled substances. This system could be ex-
panded to include other prescription information. States mandate that physi-
cians and other health care providers report cancer treatments; expanding the
mandate to pharmacies might be a logical step that could supply information that
can be used with other data to address important policy issues. A critical strength
of this system is that pharmacies report both insured and self-pay prescriptions.

RECOMMENDATIONS

This section suggests high-priority recommendations to enhance data systems
and their accessibility to researchers. Most recommendations focus on a
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systematic and centralized approach to maximizing existing data systems and
how to move forward so that important gaps in the data infrastructure are

filled.

Develop a Plan

Convene a panel of government and nongovernment experts to develop a
comprehensive plan for expanding the warehouse of linked files. This panel
should be sponsored by the National Institutes of Health (NIH) and Agency
for Health Care Research and Quality (AHRQ). The panel would be tasked

with, but not limited to, the following activities:

e Inventorying all publicly sponsored health-related datasets. These
datasets should include federal and state sponsored projects.

¢ Examining how these datasets could be linked and identify barriers
that prohibit cooperation, agreement, and data sharing.

o Identifying areas of overlap and duplication in data collection.

e Developing a set of priorities and recommendations for data sharing
and linkage.

o Identifying an appropriate custodian for gathering, linking, deiden-
tifying, storing, and distributing linked data.

Remove Barriers

Convene a consortium of interagency governmental and private health care
organizations to identify policies and practices (e.g., mandates to destroy linked
datasets, prohibitions on states linking CMS data with cancer registry data) that
constrain the use of data. The consortium will be tasked with developing policies
to remove barriers to linking and making data available for research. The use of
data from genomics research and others (e.g., cancer Biomedical Informatics
Grid) is moving toward open policies and availability. Policies developed in these
domains may have relevance to the broader field of health services research.

Develop Standards

Convene a scientific, technically oriented task force consisting of government
and private sector members to develop a robust set of policies, standards, and
best practices for linking and using secondary data so that issues around qual-
ity, confidentiality, data storage, and use can be resolved. Specific recom-
mendations regarding methods used to match records across files and
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acceptable match rates should emerge from the scientific committee. The task

force should be convened by the NIH and AHRQ),

Capitalize on State Systems

Support data collection and linkages at the state level. States mandate the
collection of many types of health-related data, including disease registries, all-
payer databases, Medicaid claims, and treatment data. With support, indi-
vidual states could develop a centralized, linked warehouse for their data.
These centralized and consolidated data warehouses would benefit research-
ers and state agencies as well. Once several states develop high-quality ware-
houses, these data can be merged across states for regional- and national-level
analyses. States with the greatest degree of experience and resources could
compete on an award to support the development of a health data warehouse
and take the lead to establish a structure for other states to emulate. Support
from the federal government is needed to guide a demonstration-like project
and to ensure that states coordinate their efforts.

Collect and Integrate Qualitative Data

Support the collection of primary quantitative data (e.g., patient survey)
and qualitative data that complement secondary sources. Qualitative data
identify trends that are not detected in fixed data sources and can improve
understanding of important aspects of the environmental, social, and orga-
nizational context that affects policy or program implementation (Rundall,
Devers, and Sofaer 1999). As in the NCCCP example, qualitative data provide
unique, complementary insights such as promising strategies, practices, and
tools that help accelerate and sustain progress toward NCCCP goals and the
impact of the NCCCP on providers and patients.

During the interim in which the centralized task forces and scientific
committees are working, the federal government could offer more hands-on
user training to facilitate broader use of existing datasets. In addition, clear-
inghouses and/or distributors to assist researchers and facilitate access to gov-
ernment-sponsored databases are needed. The Research Data Assistance
Center, which provides free assistance to researchers interested in using
Medicare and Medicaid data, is an excellent model for how data clearing-
houses would function.

To fill the gaps in the existing data infrastructure, additional steps
are required to foster collaboration among institutions, researchers, and
public and private components of the health care sector. Without such effort,
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independent researchers, governmental agencies, and nonprofit organizations
are likely to continue building upon a fragmented and costly system with
limited access. Without the development and support for emerging informa-
tion technologies across multiple health care settings, the potential for data
collected for clinical and transactional purposes to benefit the research com-
munity and, ultimately, the patient population may go unrealized. Much of the
population’s health-related data resides in the private domain. A concerted
effort is required to integrate private data sources with public sources.

CONCLUSIONS

Researchers have turned to linked data systems to enhance existing data,
reduce the cost of data acquisition, and to avoid duplicate primary data col-
lection. We provide an overview of how to link these data and describe other
data systems that have been linked. We also illustrate how existing data
sources could be extended by thoughtful supplements and integration and
how public and private partnerships hold potential for creating a comple-
mentary and comprehensive data infrastructure accessible to health services
and policy researchers nationwide. The current environment is characterized
by budget and technical challenges, but investments in data infrastructure are
arguably cost-effective given the need to reform our health care system and to
monitor the impact of reform initiatives.
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NOTE

1. Personal health records (PHRs) and Regional Health Information Organizations
(RHIOs) hold promise for expanding and enhancing data for health services and
policy research. For an overview of PHRs and related data linkage and privacy
issues, see: Halamka, Mandl, and Tang (2008), Tang et al. (2006), Tang and Lansky
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(2005). For an overview of RHIOs and related data linkage and privacy issues, see:
Hollar (2009), Miller and Miller (2007), Frohlich et al. (2007), Holmquest (2007),
and Glaser (2007).
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