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Introduction

Experiments usually entail the use of some kind of data collection instrument to produce quantitative data which are then analysed statistically. The instrument used, the measurements made and the way the data are analysed shape the results. In appraising research it is important to know how the instruments and statistical tests shaped the results.

Any device that is used to aid data collection can be called an 'instrument' in research, ranging from thermometers and their associated temperature charts to questionnaires used in surveys. For research purposes, 'having a fever' may be scoring above a certain level on a thermometer, and 'being satisfied with the NHS' may be ticking a particular box on a questionnaire (see Chapter 8). Any instrument structures the data it collects. Thus looking at the design and use of such instruments is an extremely important aspect of appraising research.

Figure 6.1 gives an example of a research instrument: it shows one of the panels of the Dartmouth COOP charts used in the research by Shepperd and colleagues which is presented as the exemplar study in Chapter 3 of this volume. Table 3.1 in Chapter 3 gives data resulting from the use of the whole set of COOP charts.

Figure 6.1 gives a simple illustration of what a measurement instrument of this kind does, which is to turn ideas into numbers which can then be mathematically manipulated. It also hints at the kinds of queries this manoeuvre gives rise to. For example, what, exactly, is being measured? Nominally this is 'feelings over the past
This particular chart also presents a problem of retrospective (or recall) bias which arises because people reconstruct their memories according to later events, or to fit the circumstances in which they are asked about them.

There are also questions of reliability. Does everyone mean the same thing by ‘slightly’? Would the same person confronted with the same instrument on another occasion, feeling just as good, or bad, give the same answer? Would it make a difference if the questions were asked by a key-worker, or a trained interviewer, or if the answers were given anonymously?

Questions like these arise however information is collected. The problems are just more noticeable when research instruments are used. And where instruments are used the problems are more investigable. In interview research where data are collected without the use of a research instrument (save perhaps for a checklist and a tape recorder) it is extremely difficult to know how the research process shaped the data produced, unless full transcripts of the interviews are made available (see Chapter 16). Where research instruments are used, it is possible to investigate this shaping process by testing the instruments under different circumstances. This testing is referred to as validation.

1 The use of standard instruments

Validation is very time-consuming. This encourages researchers to use instruments that have already been validated. For example, much research in health care in the UK uses instruments where people report on their own health and well-being irrespective of any particular diagnosis: generic health measures. Rather than inventing new instruments here most researchers choose one of the four widely used and well-validated instruments (Essink-Bot et al., 1997):

- the Nottingham Health profile – NHP (Jenkinson, 1994b; Bowling, 1995: 281–5);
- the Medical Outcomes Study 36 item Short-form Health Survey – the SF-36 (Brazier et al., 1992; Wright, 1994) (see Figure 6.2);
- the Dartmouth COOP/WONCA charts (see Figure 6.1) (Nelson et al., 1990);
- the EuroQol questionnaire (EuroQol Group, 1990; Kind et al., 1998).

In this volume, the research by Sasha Shepperd and colleagues presented in Chapter 3 uses both the COOP charts and the SF-36. There are also many instruments for recording baselines and outcomes in experiments which are specific to particular medical conditions: see, for example, the deviant behaviour rating scale used in
Chapter 2, and the World Health Organisation Angina Questionnaire used in Chapter 9.

The use of the same instruments in different pieces of research also produces results that can be compared directly with each other. Where two pieces of research on the same topic use different instruments there is always a puzzle as to whether any differences in results are real, or just the result of using different data collection instruments and measurement procedures. Chapter 4 features a systematic review of a number of different experiments on home visiting schemes and their impact on child injury rates. One of the problems encountered by the reviewers was that the different studies used different ways of measuring child injury.

Some instruments originally designed for research purposes are used to provide measures in routine health and care practice, and vice versa. For example, the Barthel Index used to measure the degree of assistance someone needs in order to carry out basic tasks of daily living (Bowling, 1995: 182–5) is used in both research and in routine practice. The Barthel was used by Sasha Shepperd and colleagues (Chapter 3). While two practitioners saying that their clients improved in their daily living abilities does not mean much, one practitioner saying that on average their clients improved by 10 Barthel index points, and another that theirs improved by 15 has a precise and common meaning. Thus the use of a common set of measuring instruments provides something of a common language enabling research to be applied to practice, and practice to be interpreted in the light of research findings.

2 Cultural specificity and instruments

Changes in linguistic habits may render any instrument out of date. There are obvious problems also of translating instruments from one language to another (including from American to British English), and of using instruments with sub-cultural groups. Instrument designers hit a particular problem here. In attempts to make instruments ‘user-friendly’ designers often use colloquial language (as in the COOP chart in Figure 6.1). But colloquial language is much more exclusionary than formal language for people of different generations, ethnic or dialect groups and it dates much more quickly. Consider, for example, the use of ‘quite a bit’, or ‘blue’ in Figure 6.1.

3 Data levels and qualities

Different instruments produce data of different kinds, or ‘levels’. Box 6.1 explains what this means.

**Box 6.1 Levels of data**

Different kinds of data are classified into different levels, the higher levels containing more information than the lower levels. It is possible to treat higher level data as if they were lower level data, by ignoring some of the information they contain. But it is not permissible to treat lower level data as if they were data of a higher level. Different statistical tests are appropriate for different levels of data (see Chapter 7, section 6).

- **Nominal or categorical data** – entities are classified into types and counted; for example, males and females, Yeses and Nos. No mean (average) nor median (mid-score) can be calculated: you can’t have an ‘average’ gender. The mode or most common category is the only measure of central tendency possible.

- **Ordinal level data** – scores can be rank ordered, but without the distances between the ranks being measureable: for example, NHS Trust positions in a league table, clients’ ranked preferences for particular kinds of services. No mean (average) can be calculated, but a median (mid-score) can be.

- **Interval level data and ratio level data** – scores can be placed on a scale where the difference between them can be measured precisely: for example, areas of ulcerated tissue, ages of clients, numbers of delinquent episodes. Ratio level data differ from interval level data in deriving from scales with a true zero. Both allow for the calculation of a mean (average), median (mid-point) and standard deviation.

Nominal and ordinal level data are often called ‘qualitative data’ by statisticians and medical researchers, and interval and ratio data ‘quantitative data’. This is not the same qualitative/distinction which is made more generally in the methodology of the social sciences (see Chapter 16).

* For modes, means and medians and standard deviations, see Chapter 7, section 9.

Measures of time, temperature, pressure, length, area, weight and orientation allow for the use of instruments that produce the higher level interval or ratio data. But many instruments used in health and care research do not produce higher level data, or do not do so without controversy. This is almost always so when the data concern the opinions of clients, and often when they concern the judgements of practitioners.

The COOP chart in Figure 6.1 produces data which reach the *ordinal* level. That means that scores can be put in (rank) order on a five-point scale from ‘not at all’ to ‘extremely.’ Strictly speaking, the instrument will not produce *interval* level data, since there is no way...
of knowing whether the gap between 'moderately' and 'slightly' is the same size as the gap between 'moderately' and 'quite a bit' – for everyone, or for anyone in particular. Taking a purist line, the appropriate measure of central tendency for ordinal level data is not the mean (average) but the median (Chapter 7, section 9). The median expresses the point below which 50 per cent of all scores and above which 50 per cent of all scores fall – the middle score. On the same principle, distributions can be described in terms of percentiles, where the median is the 50th percentile, where 20 per cent of scores fall below the 20th percentile and so on. Non-parametric statistics (Chapter 7, section 6) are the appropriate tests to use since these get by on comparing either the rank order of two samples, or the profiles of two samples according to the percentages of each score. Parametric tests by contrast always entail calculating a mean (average) and usually a standard deviation (see Chapter 7, section 9).

The COOP instrument (Figure 6.1), and other generic health status measures listed earlier (section 1), actually produce data no higher than ordinal. But the data are very often analysed as if they were at an interval level. Thus it will be said, perhaps, that the mean (average) score from this COOP chart for a particular population is 1.88. But that is derived from adding together '1s' which are not necessarily equal to each other nor necessarily half the value of '2s', and '4s' which are not necessarily twice the value of '2s' and so on, and dividing the total by the number of respondents. Treating data as if they were of an interval level allows for the use of the more powerful parametric statistical tests (see Chapter 7, section 6). There is controversy in general as to whether this is a sensible practice. The consensus is that sometimes it will lead to misleading results, and sometimes not, according to the instrument, the test, the sample size and whatever it is that is being measured (Pett, 1997: 32–4).

4 Instruments and data distributions

Instruments also produce data that have particular shaped distributions. The ideal data distribution for statistical analysis is a normal distribution, meaning that when the instrument is used with a large sample, a graph of the results will take the shape of a 'bell-curve' with most results in the middle clustered around the mean/average. But many instruments used in measuring health and welfare give skewed distributions. This may arise when they are designed to distinguish only between degrees of unwellness, and hence tend to clump all the people who regard themselves as well together at one end of the graph. Figure 6.2 shows the distribution of scores derived from the use of the SF-36 health questionnaire with a random sample from general practice. The SF-36 was one of the instruments used by Shepperd and colleagues in the RCT which is the preliminary to the economic analysis in Chapter 3. From Figure 6.2 it seems that nearly 40 per cent of respondents have no problems of physical function. This kind of skew is common in generic health measures (section 1). There are two issues here.

Data transformations

One has to do with the possibilities for subjecting skewed distributions to statistical analysis, since the more powerful (parametric) statistical procedures depend on the properties of a normal (unskewed) distribution (Chapter 7, section 6). This can sometimes be solved by transforming the scores so that they do take something much more like a normal distribution. Thus, for example, the distribution in Figure 6.2 might take on a bell-shaped curve if instead of the raw scores, their square roots, their logarithms, or their inverses were substituted (Pett, 1997: 37, 52–4). Several of the exemplar studies use transformations for this purpose (Marshall et al., in Chapter 2; Shepperd et al., in Chapter 3; Roberts et al. in Chapter 4). (For further notes on data transformations, see Chapter 7, section 6).
The second issue has to do with the purpose of the research. Someone who was interested in mapping feelings of anxiety, depression and irritability in the general population by doing a survey would be missing the more subtle differences among 40 per cent of the population if they used the COOP chart (Figure 6.1). However, someone doing an experiment who was particularly interested in measuring changes just among people who were ill might regard the difference between a score of 2 and a score of 3 as a threshold between ‘health’ and ‘dis-ease’. On one side of the threshold differences would be clinically interesting and important (differences among the ‘suitable cases for treatment’). On the other side of the threshold any such differences might be regarded as unimportant and uninteresting.

Floor and ceiling effects

This matter is sometimes discussed in terms of floor and ceiling effects. The COOP chart produces data with a strong ceiling effect but only a small floor effect: meaning that the data discriminate poorly between people without serious problems, but fairly well between people with serious problems. Which is termed the ‘floor’ and which the ‘ceiling’ is an arbitrary matter.

Whether floor and ceiling effects matter depends on the uses to which an instrument is put. For example, using nominal level data to compare the effectiveness of bandaging systems for leg ulcers reduces measurement to the two categories ‘healed’ and ‘not healed’. This produces acute floor and ceiling effects. In the study in Chapter 1, two bandaging systems were judged as equivalent, since they both produced similar rates of ‘healing’. But some differences in effectiveness might be hidden below the floor, or above the ceiling of measurement if the data were nominal. In fact the authors of this study did also use additional more discriminating means of measuring and this was not the case.

5 Validating instruments for their reliability

A weighing machine which kept giving different weights for the same package would be regarded as unreliable. It is easy enough to imagine one way of checking its reliability: keep on weighing the same package. Test–retest reliability means that using the instrument a second time with the same subjects will produce the same results (so long as nothing has changed between occasions of use).

In experimental work it is common for assessments by practitioners to provide baseline and/or outcome measures. There is a huge amount of research on the judgements of practitioners in most fields of health

and social care. Most of it shows that in normal practice practitioners are very unreliable judges in the sense that different practitioners faced with the same case make diverse judgements about the nature of the case, the diagnosis, the severity and so on. This is so even with apparently simple procedures such as taking temperatures or blood pressures (Bloor, 1978; Bloor et al., 1987; Gau and Diehl, 1982; Jenkins et al., 1985; Sackett et al., 1991). The same seems to be as true for social work as for medicine (Packman et al., 1986; Campbell, 1991). Thus, experiments that rely on practitioners making judgements ‘as usual’ have to be regarded with suspicion. Most experimental research using practitioner judgements attempts to enforce reliability on practitioners by providing them with a protocol or guidelines for making judgements. The protocol is, of course, the ‘instrument’. It is often in a questionnaire format. An example is the MRC Needs for Care Schedule used in the study reported in Chapter 2, guiding, in this case, a psychiatrist and a psychiatric nurse in rating the care needs of subjects on entry to the experiment and after 7 and 14 months. Such instruments are validated for their reliability by testing them to see whether different practitioners using the same instrument come to the same conclusions with regard to the same cases: an inter-rater reliability test. Occasionally an intra-rater reliability test is used to see whether the same practitioner using the same instrument comes to the same conclusions when presented with the same case on two, or more, different occasions.

A different kind of reliability is internal consistency reliability. If an instrument has internal consistency reliability there will be a statistical correlation between those parts of the instrument allegedly measuring the same thing. In an examination that also awarded marks for grammar and spelling, for example, we would expect the same student to score much the same for this on each question answered. Many research instruments include several different ways of measuring what is allegedly the same thing, precisely for judging internal consistency.

6 Reliability tests

Test–retest, inter- and intra-rater tests are usually analysed for correlation – sometimes called ‘agreement’, using a correlation coefficient called Kappa (Pett, 1997: 237–48), though other statistics might be used instead. Most correlation coefficients express perfect agreement as +1 and no agreement at all as 0 and completely contrary judgements about the same matter as −1. Perfect positive or negative correlations are rare and 0.8 is regarded as a high degree of agreement, and −0.8 as a high degree of disagreement.
Correlation co-efficients are usually tested for statistical significance. This is dealt with in more detail in the next chapter (sections 1 and 2), but the issue is whether or how far an agreement might have occurred by chance. Thus for inter-rater reliability, between two judges who can only opt for ‘yes’ or ‘no’, there is already a 50 per cent chance of agreement if they merely answered at random. For three judges there is only a 25 per cent chance of agreement by chance (YYY, YYN, YNY, YNN, NYY, NYN, NNY, NNN). An 80 per cent agreement between three judges would be much more impressive than an 80 per cent agreement between two.

A Kappa, or \( \kappa \) test is often used in this context:

The weighted \( \kappa \) for the agreement between the two assessors was 0.94 for adequacy of allocation concealment, 0.51 for the extent to which the analyses were based on all randomised participants, and 0.78 for blinding. (Chapter 4, p. 40)

Here we are being told that two assessors independently assessed the quality of a set of research studies on three criteria. The extent to which they agreed is expressed by values of \( \kappa \) (Kappa). Conventionally, a \( \kappa \) of between 0.4 and 0.6 is a ‘fair’ level of agreement (possibly due to chance but unlikely to be so), 0.6 to 0.75 are ‘good’ and values greater than 0.75 are ‘excellent’ (Fleiss, 1971).

Internal consistency is usually measured using a co-efficient called Cronbach’s alpha – the higher the alpha, the greater the consistency (Cronbach, 1951).

7 Validating the validity of instruments

Broadly speaking, the validity of an instrument refers to whether it measures what it is supposed to measure. There is little difficulty in agreeing that measuring changes in the area of ulcerated tissue is valid in measuring whether leg ulcers are healing or not (Chapter 1). Often matters are not as simple as this. For example, the experiment featured in Chapter 2 examines which of two different ways of providing a service to people with severe mental health problems is more effective in promoting mental health. In order to measure this it is necessary for the researchers to take a position on the meaning of ‘mental health’, since ‘mental health’ and ‘mental illness’ are highly contested ideas. The position they adopt is a psychiatric one, and the scales they use measure matters which psychiatrists and most community mental health team members consider to be important aspects of mental health – severity of psychiatric symptoms, episodes of deviant behaviour and so on. Two of the instruments captured the subjects’ own opinions, but according to an agenda set by psychiatric ideas.

The important point here is that if the researchers had adopted a different view as to the nature of ‘mental health’ they would have chosen different things to measure and different instruments to measure them with, and perhaps would have produced research with different results. For example, viewed from the perspective of some self-styled ‘survivors’ of the mental health system, what psychiatrists would term ‘deviant behaviour’ could be viewed as acts of political resistance to psychiatric control. Subjects losing touch with mental health services might be viewed in terms of liberation rather than in terms of a failure of mental health care (Romme and Escher, 1993).

There are two different issues here. One is a fundamental one as to what meaning should be given to ideas such as ‘health’, ‘illness’, ‘intelligence’, ‘social adjustment’, ‘equity’, ‘empowerment’, or ‘satisfaction’ (as in ‘consumer satisfaction’). These are all highly contested ideas, and there is no way in which research can determine their ‘true’ meaning. Rather researchers have to start off with some idea as to what they mean. At this fundamental level what might be a valid way of measuring mental health from a psychiatric viewpoint, would be invalid from an anti-psychiatry viewpoint, and vice versa.

The second issue then, is whether, once having decided what such fundamentals mean, researchers adopt a suitable way of studying them. At this level, someone antipathetic to psychiatric ideas might grudgingly concede that ‘if you think that psychiatric ideas about mental health are right, then the way you are measuring it is appropriate’.

All this impacts particularly on research designed to measure ‘effectiveness’. Rightly or wrongly, that term implies more than investigating the effects of doing something, and has the implication that what is ‘effective’ is what is also desirable. Since there may be dispute about what are more or less desirable outcomes in health and care practice, there may be disputes about what kinds of outcome measures to feature in research. One axis of the debate here is about who should define desirable outcomes: practitioners or service users? Much experimental research includes instruments that elicit the opinions of research subjects – as with the COOP/WONCA charts (Figure 6.1). But such information may not necessarily reflect what is of particular importance to the person from whom it is elicited. During the 1990s considerable progress was made in tempering professional judgements about desirable outcomes with the opinions of service users (see, for example, Greenhalgh et al., 1995). However, whether instruments are derived from the ideas of practitioners or from the ideas of service users, to be useful in experimental research they always have to meet standards of reliability and validity.
There are at least four different notions of validity used in the validation of research instruments. People often find it easier to understand these through the example of scholastic examinations:

- **Face validity** – the questions on the examination paper seem to be relevant to the course studied by the students and to the aims of the course they followed. The questions on the COOP chart (Figure 6.1) seem to be about the kinds of feelings which are of interest in judging morale. This is a very weak criterion for validity.

- **Content validity** – together all the questions on the examination paper cover most of the content and most of the aims of the course. Together the nine COOP charts seem to cover most dimensions of health-related quality of life, which is what they are supposed to measure.

- **Criterion validity** entails comparing results on one instrument with results on another allegedly measuring the same thing. For criterion validity there should be a correlation between what students achieved in the examination and what they achieved on continuously assessed work. The group who score most highly on the COOP charts will also be the group who are judged as most healthy by practitioners. Criterion validity is particularly important where a cheap and easy to use instrument is used instead of an expensive or intrusive investigation, as in many screening procedures.

- **Construct validity** – the results achieved from using the instrument predict those matters which the theory underlying the instrument’s design says they should predict. For example, if the purpose of an examination is to differentiate students according to their ability in general terms, then those who score most highly should, as a group, be the more successful in later life. There is a self-fulfilling prophecy problem in this example, however. If the theory underlying the use of the COOP charts is that ill people with higher morale will get better quicker, then better scores on the ‘feelings’ chart now (Figure 6.1) should predict better scores on all the charts later. Chapters 9 and 11 deal with deprivation indices, which are validated in terms of how well they predict all the things which are associated with deprivation: death rates, morbidity rates, accident rates, low birth weights, crime rates and so on.

Judgements with regard to the last three of these criteria are usually made in terms of the strength of statistical correlations, which are explained in more detail in Chapter 10, section 10. The stronger the correlation, the better the instrument. However, it is worth noting that it is very difficult to design an instrument which is excellent in terms of all criteria of reliability and validity; a good showing on one criterion is often achieved by a poorer showing on another. It is not enough for researchers to write that an instrument has been validated. They should say in what ways it has been validated and in terms of which criteria.

8 **Questions to ask about research instruments**

In textbook explanations the different criteria for validity above are commonly differentiated. But in real research contexts they are often difficult to distinguish from each other, and indeed, often difficult to distinguish from issues of reliability. It may be better to think of the issues here in terms of two generic questions to ask about the validity and reliability of instruments:

- What is the instrument supposed to measure?
- What evidence is there that it measures this, rather than something else?

Part 4 of this book includes a checklist of ‘Questions to Ask about Data Collection Instruments’. This refers to some matters not dealt with above. For example, there are questions about whether the instrument is acceptable to the people it is used with, and whether it is appropriate for use in the context in which it is used. At first sight these may seem to be issues different from those of validity and reliability. Actually they are not, since an unacceptable instrument or one inappropriate for the context is most unlikely to produce valid results.

9 **Further reading on research instruments**

Ann Bowling’s two books, *Measuring Disease* (1995) and *Measuring Health* (1991), both explain the theory of measurement and instrumentation and both provide comprehensive catalogues of a large range of research instruments used in health research, reviewing their validation history to date of publication. Crispin Jenkinson’s compilation *Measuring Health and Medical Outcomes* (Jenkinson, 1994a) is particularly useful with regard to generic health status measures. His article with Hannah McGee (1997) is a lucid, though shorter, treatment of the same field. Any research paper using a validated instrument should give references to its validation pedigree, and those that do not should be regarded with some suspicion, though not with as much suspicion as those that use novel and unvalidated instruments.
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